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ABSTRACT:This research paper is about one of 

the Unsupervised Machine learning techniques that 

is Clustering Algorithms types. The application and 

how good the results are obtained for the data set 

how they classify the data and data are predicted. A 

case study of Different algorithms is done 

concerning certain data set and the results are 

analysed. Comparative analysis of different 

algorithms is conducted and inferred. 
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I. INTRODUCTION 
In this paper, Different types of Clustering 

Algorithms are studied and the application of those 

algorithms on the different applications is studied. 

The clustering algorithm is one of the algorithms 

used in machine learning to segregate the data into 

different sets depending on the pattern of data 

available. We don’t have a single good method to 

segregate the data. Cannot use a single algorithm 

for sorting all the data sets. For application, the 

data available pattern, data sets how accurate the 

data is. How accurate the application is Real-time 

system or the Reactive System, Data Available 

Reliability. Best Suited Clustering Method is 

applied.  

Clustering is an unsupervised machine 

learning technique. This involves automatically 

finding the group in data. A cluster is in general a 

set of data in a particular observing a certain set of 

the data pattern. Clustering can help a lot in data 

analysis to know more about the problem. Once 

Data is Clustered and for further analysis, we may 

need a domain expert to analyze the data and work 

on it.  

Most Clustering Algorithms generally use 

Similarity or the distance measure between datasets 

in space to cluster, i.e how close the data is present. 

Some Clustering Algorithms need us to specify the 

number of clusters to be formed on the given 

datasets,Eachalgorithm uses its model to work on 

the data and give the results, In this Paper, we have 

worked on analyzing the different clustering 

algorithm types by working on datasets. Here We 

work on 10 popular algorithms which are as 

follows a. Affinity Propagation b. Agglomerative 

Clustering c. BIRCH d. DBSCAN e. K – Means e. 

Mini -Batch K-Means f. Mean Shift g. OPTICS h. 

Spectral Clustering I. Mixture of Gaussians 

 

II. ALGORITHM ANALYSIS 
 Algorithms and their respective results are 

reported below. 

 

A. Affinity Propagation  

The Cluster Algorithm is based on the 

concept of passing messages between the given 

data points. Unlike other algorithms, it does not 

require the total number of clusters to be formed on 

the given data or the estimated number of clusters 

to be mentioned before running the Affinity 

Propagation Clustering Algorithm. 

 

 

 

 

 

 

 

 

 

Fig b. Propagation Clustering Algorithm Results 
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B. BIRCH 

 BIRCH stands for Balanced Iterative 

Reducing and Clustering using Hierarchies. This 

involves building a tree-like structure and once 

built with these structures cluster centroids will be 

extracted. This is a scalable method that only needs 

to scan the datasets once which makes it fast for 

working on large data sets. This algorithm divides 

the data in terms of nodes. These clusters will also 

have some sets of sub-clusters. 

 

 
Fig c. BIRCH algorithm Results 

 

C. DBSCAN 

DBSCAN stands for Density-Based 

Spatial Clustering of Applications with Noise. In 

these algorithms,a High-Density area is found and 

they are expanded further for high accuracy and 

more clear analysis. This algorithm uses two 

important parameters a. minPts: ie, what are the 

minimum number of points that has to be 

considered for it to consider as a cluster. b.Eps: 

This is the measure of distance that will be used to 

locate the points beside points. 

 
Fig d. DBSCAN algorithm Results 

 

D. K-Means 

This algorithm is widely is used. Here 

clusters are assigned with examples to minimizer 

the variance with the clusters formed. It tries to 

partition the data into k partitions, where each data 

points belong to only one group. This tries to make 

cluster points as similar as possible. 
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Fig e. DBSCAN algorithm Results 

 

E. Mini-Batch K-Means 

This is the modified version of the K-

Means Algorithm where the clusters are formed 

using K-Means techniques but not on the whole 

sample. The sample is divided into sub batches and 

is applied on batches. Each iteration is new and is 

update in the clusters and this will be updated till 

we get the required Convergence.  

 

 
Fig f. K-Means, Mini-Batch K-Means and difference Results 

 

F. Mean Shift 

This Algorithm involves to find and adapt 

the centroids based on the density of the dataset 

clusters. This algorithm involves shifting of points 

towards the mode. Mode is the region where we 

have highest density of points. This can be also 

called as Mode Seeking Algorithm. 

 

 
Fig g. Mean Shift Algorithm Results 

 

G.OPTICS 

OPTICS Stands for Ordering Points To 

Identify the Clustering Structure This is the 

modified type of DBSCAN algorithm. This new 

algorithm was introduced which does not produce 

the clustering set explicitly. But will create the 

augmented ordering of the database which will 

represent the density-based clustering structure. 

This does not extensively segment the data into 

clusters but gives out the visualization of reachable 

distances and uses this visualization to cluster these 

data. 
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Fig h. OPTICS algorithm Results 

 

H. Spectral Clustering 

This clustering algorithm is derived from 

Linear Algebra. They make use of eigenvalues 

from the similarity matrix of data and dimensional 

reduction is done before clustering the data.Thes 

Similarity matrix will be provided as an input and 

this will consist of the quantitative assessment of 

the relative similarity of the individual pair of 

points present in the datasets. 

 
Fig i.  Spectral clustering algorithm results 

 

I. Gaussian Mixture Model 

The Gaussian mixture model will 

summarize the multivibrator probability function 

including the mixture of the Gaussian Probability 

distribution. They will be used to cluster the 

unlabelled data similar to the K-mean algorithm 

with some advantages where K-means won't 

account for the variance.i.e K-mean cannot handle 

data when shapes are not perfect. But Gaussian 

model can handle every oblong cluster accurately. 

The other difference is K-mean algorithm tells us 

which data points will be present in which cluster 

but won’t give us the probability that a given data 

point will be belonging to each cluster. i.e 

probability of datapoint belonging to each cluster. 
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Fig j. Gaussian Mixture Model Results 

 

III.  CONCLUSION 
We have different Clustering algorithms 

which will be implemented as discussed above and 

will be applied to the dataset and required 

application. These Clustering applications are 

effectively used in various applications which 

include customer segmentation, market research, 

medical imaging, biological data, recommendation 

engine, search result clustering,social network 

analysis, image processing, The data required for 

Ml techniques are also processed with clustering 

algorithms. With these applications, Data is 

clustered using the clustering algorithms mentioned 

above. 
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